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LOGICAL FORM: SYNTAX AND SEMANTICS # |

Manuel Garcia-Carpintero

[. The Intuitive Adequacy of Accounts of Logical Consequence

Tt is clear to readers of Wittgenstein’s Tractatus familiar with its
author’s intellectual development that one of the work’s main concerns
lies in providing a philosophically accurate explication of logical
validity. Wittgenstein expresses his dissatisfaction with what his philo-
sophical mentors, Frege and Russell, had said on the topic both in
the worl itself and in his earlier correspondence and writings. Besides,
there are good reasons to think that Wittgenstein only came to accept
an almost too obviously flawed semantic theory of language and
thought like the Picture Theory (including the claim that most in-
teresting truths cannot be said but only shown) because he thought
that the theory allowed an intuitively satisfactory account ol logical
validity, improving on the proposals by Frege and Russell. One of
these reasons is to be found in the first one hundred and few para-
graphs in the Logical Investigations, read as providing a diagnosis of
the philosophical confusions that led to the mistakes in its author’s
previous work, which he thought was the only alternative worth con-
sidering to the views in the Investigations. Now, we can read in § 89
that the discussion so far “bring us up to the problem: In what sense

¥ Parts of the marerial in this paper were presented at talks at the university

of Lyon, and ar conferences held in Santiago de Compostela and Bologna. | very much
thank the audiences there for their criticisms and suggestions. My research has benefited
from discussions in recent years with Jose Diez, Mario Gémez, lgnacio Jané, Josep Macii
and Manuel Pérez. Financial support was provided by the project BFF2003-08335-03-03,
funded by the CICYT, Spanish Government, and SGRo1 0018, DURSI, Generalirat de Catalunya.
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MANUEL GARCIA-CARPINTERO

is logic sometﬁlmg sublime”, an ironical allusion to the Tractarian
. o » . . . v .
view; and this “problem” is later said o find expression “in questions

as to the essence of language” (§ 91), described with the Tractarian

viewpoinr in sight as “the great question that lies behind all these
Sonmderations” (§ 65). Last but not least, Wittgenstein counts as his

fundamental idea” (Grundgedanke) in the Tractatus “that the ‘logical
constants’ are not representatives; that there can be no tepresentatives
of the logic of facts” (4.0312), a rather mysterious declararion of which
the only clear thing is that it is related to the views on logical validity
advanced later in the worl.

Now, contemporarily we have come to regard the model-theoretic
explication of logical validity given originally by Tarski (1936) a few
years after the Tractatus, in contrast to other technically precise notions
with an intuitive counterpart, as one whose adequacy is seldom
doubted. In a background set theory a class of models is characterized
and a relation of satisfaction between models and sentences is definedf
X is said to be a logical consequence of K if every mode/ that satisfies
every member of K also satisfies X. In the article where Tarski first
stated this notion (henceforth, “T-validity”), he already claimed in-
tuitive adequacy for his proposal. In opening the paper, Tarski decla-
tes: “The concept of logical consequence is one of those whose in.
troduction into the field of strict formal investigation was not a matter
of arbitrary decision on the part of this or that tnvestigator; in defining
this concept, efforts were made to adhere to the common usage of
the language of everyday life” (op. ci1., 409). And after proposing the
model-theoretic explication, he goes on to contend: “Ir seems to me
that everyone who understands the content of the above definition
must admit that it agrees quite well with common usage” (bid., 417).

Tarski’s strategy to justify his claim of intuitive adequacy for
T-validity is analogous to the one he had previously followed, in his
celebrated work on truth, to establish the intuitive adequacy he also
claimed in that work for his explication of the truth-concept for a gi-
ven language L. His idea was to highlight a trait that is an essential
distinctive feature of the ordinary concept of truth as restricted to
the relevant language L, namely, satisfaction of his famous schema T
and then to show that his definiens also possesses that feature. )
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Following this strategy, in the case of the intuitive concept of

~ logical validity (“i-validity” henceforth) Tarski (1936) highlights the
* following [eatures as guiding the applications of the explicated

intuitive concept:

Consider any class K of sentences and a sentence X which follows from the
sentences of this class. From an intuitive standpoint it can never happen that
both the class K consists only of true sentences and the sentence X is false,
Moreover, since we are concerned here with the concept of logical, i.e. formal,
consequence, and thus with a relation which is to be uniquely determined by the
form of the senrences between which it holds, this relation cannot be influenced
in any way by empirical knowledge, and in particular by knowledge of the objects
ro which the sentence X or the sentences of the class K refer. The consequence
relation cannor be affected by replacing the designations of the objects referred
to in these sentences by the designations ol any other objects (op. cit., 414-415),

To an unprejudiced eye, Tarski is here stating something with
which most logicians before and after him, certainly including the
author of the Tractatus, would have been in agreement. Namely, that
i-validity (remember, intuitive logical consequence) has two distin-
guishing traits in addition to the trait it shares with any other form of
consequence, (ruth-preservation: either the conclusion is true, or some
premise is false. Firstly, an i-valid argument is formeally truth-preserving
(the formality criterion, henceforth): any argument of the same form
is also i-valid, and therefore truth-preserving. Secondly, an i-valid ar-
gument is necessarily truth-preserving (the modality criterion hence-
forth): the conclusion is true not only with respect to the actual world
if the premises are all true with respect to it, but it is also true with
respect to every possible circumstance with respect to which the pre-
mises are also all true; in particular, every epistemically possible cir-
cumstances left open when empirical knowledge is not considered.

Consistent with this strategy, after introducing T-validity as his
explication, Tarski contends that it satisfies the requirement:

It seems to me that everyone who understands the content of the above

definition must admii that il agrees quite well with common usage. This

becomes still clearer from its various consequences. In particular, it can be

proved, on the basis of this definition, that every consequence of true senrences

must be true, and also that the consequence relation which holds between

given sentences is completely independent of the sense of the extra-logical
constants which occur in these sentences. (op. cit., 417)
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[n a much-discussed book, Etchemendy (1990) has argued that
T-validity does not really meet the demands that Tarski appears to
impose on any adequate explication of i-validity, that is, those that he

appears to claim for it in the text above. Eichemendy focuses on the

modality criterion, disregarding the formality criterion. Some of
Etchemendy’s critics — to whom [ will generically refer as “the Quin-
ean” — have replied to him, in defence of the adequacy of T-validity,
that there is no need for an adequate concept of validity to satisfy the
modality criterion. Some of them have added a historical twist to this
line of reply, arguing that, properly understood, Tarski in fact did
not impose the modal requirement on the above passages. The Quin-
ean, however, accepts the other criterion, formality, and contends
that T-validity satisfies it. My label for him has been chosen on the
basis of the obvious affinities berween the concerns of these writers
and Quine’s philosophical views on these matters, his general rejection
ol modal notions as scientifically ungrounded, and his appeal to sub-
stitutivity, obviously related to the formality criterion, in his own ac-
count of Jogical validity. The Quinean, T should say, is not a straw
man, as an examination of the critical literature generated by Etche-
mendy’s work would show. Such an examination, however, would
take us too far afield, forcing us to carefully interpret the nuances of
different views; and in any case | do not have space [or it'.

The main goal of this paper is to elaborate on some aspects of
a previous reply to Etchemendy’s criticism that I made some time
ago (Garcia-Carpintero, 1993), suggesting that, much as Tarski himself
appears to indicate in the quoted texts, satisfaction of the formality
and modality criteria go hand in hand, against what the Quinean
wants. Move specifically, I will argue here thar there is a crucial ambi-
guity when the formality criterion is mentioned, which the Quinean
trades on and Etchemendy ignores. There are what I will describe as

' For the sake ol giving credi where credit is due, however, | will mention some

writings that | count as Quinean, among other things because | have learnt much from
them: Gémez Torrente 1996, 1998, 1998/9, 2000a (bur Gémez Torrente 2000b is not
Quinean ar all), Hart 1991, Jané 1997, Ray 1996. Among non-Quinean crirics of Etche-
mendy with whom this paper is essentially in agreement, [ would like ro mention Hanson

1997, Macia 2000, Pérez Otero 2001, Sagiiillo 1997, Shapiro 1998, Sher 1996.
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" a syntactic and a semantic understanding of formality. The Quinean

views invoke the syntactic one; | will argue, however, that there is no
reason to believe that formality, under that interpretation, provides
an adequacy criterion [or explications of i-validiry, Op the other hand,
meeting the formality criterion understood under the semantic inter-

- pretation makes it plausible that the modality criterion is also satisfied.

While pursuing this main goal, I will make some remarks on the
Tractarian views on logical validity, comparing them to those of the
main contenders in the dispute 1 will be addressing, and trying to
provide some elucidation and discussion of Wittgenstein's Tractatus
Grundgedanke —the view that logical constants are not representatives.

2. Formalization and the Formality Criterion

1 will distinguish two conceptions of formality. The formality
criterion has been characterized eatlier as follows: if an argument is
i-valid, any other argument of the same form is also i-valid, and there-
fore also truth-preserving. Our question now is, what is it for fwo
arguments to share (logical) form? T will indicate that there are two
different answers, relying respectively on a syntactic and a semantic
view of logical form, and T will argue that only the latter should be
mentioned in a criterion for the intuitive adequacy of explications of
logical validity.

In order to introduce the distinction, 1 will invoke two illustrati-
ve examples so as to hopefully make vivid the more theoretical chara-
cterization. Before proceeding, however, 1 must raise a crucial issue
that should be addressed the moment the question of the intuitive
adequacy of the model-theoretic explication of logical validity is
discussed, but few writers in fact tackle; Etchemendy certainly does
not2. The issue is, how can the relationship between i-validity and
T-validity be discussed at all, when, directly at least, those concepts
are applied in non-overlapping domains? The concept of i-validity
applies o inferences or arguments that are primarily a type of speech-

2 See, however, Blanchette 2000 and Macia 2000.
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act made with sentences of natural languages (henceforth, n-languages
and n-arguments), and secondarily to corresponding mental acts;
while the concept of T-validity is direct] y used to discriminate berween
arguments consisting of formulas, and classes thereof, in languages
introduced ad hoc by logicians (henceforth l-languages and I-argu-

ments). Obviously, if the issue of intuitive adequacy can be raised at -

all, some non-arbitrary relationship between n-languages and I-lan-
guages should be assumed. There is a name for this relationship, for-
malization, but little in the way of explication. The very minimum
that is required of that relation is that some formulas of I-languages,
but not others, correctly formalize given sentences of n-languages.

Two points are clear abour correct formalizations. Firstly, the
relation is many-to-many; the same formula of an l-language can cor-
rectly formalize more than one sentence of an n-language, and more
than one |-language formula can correctly formalize the same n-language
sentence. The second point concerns any appropriate extensional
criterion of adequacy for explications of logical validity. Whatever a
propetly stated extensional criterion requires, the second clear point
about the formalization relation is that the criterion cannot require the
T-validity of every I-argument that correctly formalizes a given i-valid
n-argument. Consider, for instance, the following argument:
(1 32=9

if9=32then3? = 9,

hence

9 = 32»}

Now, (1) is an i-valid argument with an irrelevant second premi-
se. The following, though, is a correct propositional formalization of
the preceding argument:

@ p

g—=p

" g

(2), however, is an invalid I-argument. The extensional adequacy
of the Tarskian explication is guaranteed nonetheless, 1o the extent

> I owe this example 10 José Migue! Sagiiillo,
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that there is another correct T-valid formalization, the following F'irsl-
otder T-valid |-argument (also one with an irrelevant second premise):

B) a=b
b=a-—>a=b
Lb=q

For the extensional adequacy of the Tarskian explication, thus,
the most that can be required is that some correct formalization of
a given i-valid argument be T-valid. When this is the case, the n-argu-
ment counts also, indirectly, as T-valid.

Aside from these two generally acknowledged points, little is ex-
plicitly discussed concerning the nature of correct formalizations,

Our two different conceptions of formality, the syntactic and the se-

mantic, are in fact different conceptions of what a correct forma-
lization is. As indicated, 1 will introduce the distinction by means of

two examples.

3. First Example: Anaphoric Relations and Their Expression

Consider the English sentence (4):
@) 9 equals itself

Is the following formula
5) a=a
a correct first-order formalization ol (4)? 1f so, (4) should.cgun.t as
T-valid, for there would then be a correct FormalizaFion Ofllt in flrst-
order logic with identity that is T-valid. This 1_oo_ks like an Lptu1t1ve]y
acceptable result; however, under the synlactic interpretation of the
formality criterion, the most natural answer is negative. -

We conclude this from the main tenets of the syntactic interpre-
tation, which are as follows. We assume the notion of a syntactic featm.'e
of the expressions of a given language L. An important syntactic
feature of this kind is being a grammatical sentence of L; other syntactic
features include all properties of expressions on which the gramma-
ticality of L’s sentences might depend. Among them,. the fearures
identifying L’s lexical units, and the sort of order relations between
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units and phrases usually represented by means of labelled trees. Now,
it is a syntactic feature of (5) that it includes expressions of the same
type at two different syntactic positions in the sentence’s structure,
In that respect, it differs from (6):

6 a=b

(6), on the other hand, would count as a correct formalization of,
say, (7) below, which is not i-valid, and (correctly) is not counted as
T-valid either, because a correct formalization like (6) is not T-valid,
and there does not appear to exist any alternative correct T-valid one:
(7) 9 equals 32,

To avoid potential confusions we will emphasize at this point

that it is logical validity in the strictest sense (i.e., as Tarski says, formal
validity) that we are discussing bere. It is not what we may call analy-

tical validity, logical validiry in an extended sense — the sense in whicly

“Brutus killed Caesar, therefore Caesar died” is logically valid. Frege
and othess, including the author of the Tractarus, thought thar this

can be explained in terms of logical validity in the narrow sense, plus -

definitions; Frege also thought, famously, that (7) is logically valid in
this extended sense. We nowadays have good reasons 10 reject both
claims, that analytical validity can be reduced to logica! validity plus
definitions in the way Frege thought, and that (7) is analytically valid
in that sense. Be thar as it may, the important point for present
purposes is that (7) is not logically valid in the sense we are trying to
characterize.

Going back to the status of (4) given the syntactic conception of
form, prima facie at least, (6) appears to provide its correct formali-
zation; because the synractically relevant features of (4) are those that
it shares with (7), namely, it features expressions of different types
occupying the subject-and object-positions of the verb “equals”. Thus,
according to the syntactic interpretation, (4) does not share logical
form with the arguments correctly formalized by (5), and therefore
should nor count as logically valid in that regard.

Things are different from the semantic viewpoint. The semantic
point of view does not focus primatily on mere syntactic matters, but
on certain features of meaning — and on syntactic matrers only to the
extent that they convey those features. [ will use the rerm-of-art “pro-
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position” for the logically relevant aspects of the meanings of n-lan-
guages sentences. ldeally, I should put as little as possible of a phi-
losophically controversial nature on what I take propositions to be,
given that for the sake of space and focus we will not be able to
justify controversial claims here. However, a presentation of the se-
mantic viewpoint sufficiently abstract to be ideally noncommittal
would be difficult to follow. Thus, I will present the semantic view of
form assuming dogmatically any required controversial semantic views
that [ believe correct. There are alternative but equally semantic
conceptions of form. I rely on a particular one to make intelligible
my main claim, namely, that only a semantic conception of form, as
opposed to a purely syntactic one, should figure in a criterion of
adequacy for explications of logical validity.

I take propositions to be structured, their structures correspond-
ing to the way in which the meanings of n-languages sentences are
compositionally determined. This allows us to speak of the consti-
tuents of a given proposition. Some of those constituents are (maxi-

" mally) topic-neutral; these are Frege’s logical objects, the meanings of

the logical expressions. There are different attempts at clarifying and
making precise the vague notion of topic-neutrality. Some are of little
use. Thus, Sainsbury (1991, 313) says: “the logical constants are topic-
neutral: they can be distinguished by the {act that they introduce no
special subject-matter. Thus ‘if’” and ‘some’ are intuitively not ‘about’
anything at all, whereas a name like ‘Ronald Reagan’ is about Reagan,
and ‘happy’ is about ‘happiness’”. As far as | can see, however, as
much as “Reagan” is abour Reagan and “happiness” about happiness,
“if” is about the material conditional relation berween certain semantic
features of sentences, their truth-values; and “some” is abour the bi-
nary relation obtaining between classes with a non-empty intersection.

Other attempts are more successful, among them Tarski’s (1966)
own in terms of insensitivity to permutations of the domain, or a

" related one developed by Sher (1991). Lt is assumed for these accounts

that n-arguments concern specific domains of objects. A permutation

.~ fonagiven domain induces a relation in the class of potential semantic

values of the expressions in a given n-argument; if the semantic value
of a referential expression is an object 4, its related value will be Aa),
if it is a subclass of the domain it will be the class including fa) for
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any « in the original class, and so on. Consider now the proposition p
expressed by a given sentence S; if we rake instead S to express a
proposition obtained by substituting for the extensions of some of the
constituents of p their images in the induced relation, it is clear that in
some cases S's truth-value might change. Topic-neutral constituents
are those for which this would not be the case.

[share with Hanson (1997, 390-395) some misgivings concerning
the full adequacy of Tarski’s and Sher’s accounts. The main problem
lies in their purely extensional character, which makes their compati-
bility with the apriority of logical validity problematict, This problem
would vanish if we complered this view with what [ take to be the
correct view about our understanding of the logical expressions
(including not only the usual first-order “logical constants”, but
also the ones we will be discussing soon). Tt is a view that has been
elaborated and defended by Hacking (1979) and Peacocke (1987)
among others, As the latter writer puts it, understandin

)

g logical ex-

pressions is a matter of finding “primitively compelling in virtue of -

their form” inferences acceptably formalized by rules like the
introduction and elimination rules in certain natural deduction sy-
stems. The view is not, of course, that any kind of psychological com-
pulsion like the one described can be taken to constitute a possession-
condition for a genuine logical notion, Such a claim would fail for
reasons that Prior (1960) convincingly deployed against previous ver-
sions with a conventionalist slant of this sort of view. Oualy rules for
which a semantics can be provided that would make them genuinely
truth-preserving in virtue of their form are acceptable. Different se-
mantics to this effect can be ascribed to (he logical expressions, but
I'am assuming here that the correct one assigns Lo them the sort of
topic-neutral denotation thar their counterparts in first-order logic have,

Topic-neutral constituents are propositional constituents, and
thus meanings that, like others, can be signified by means of different
expressive resources. Under the semantic view of logical form, this is
what (5) and (4) illustrate. The lopic-neutral constituent at stake is

* Although L agree with Sher’s views on most points in these issues, |

find her reply
to this kind of criricism unsarisfactory. See Sher 2001, 256.
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the relation such that a given constituent in a struct'ured proposition
is the same as another. This topic-neutral propositional constituent
is expressed in (5) by using expressions c?f th; same fype in two
different syntactical positions. In (4) it is not signified by this expressive

resource, but by another common in n-languages, although lacking

in I-languages; namely, by using an anaphogic expression mfaF given
syntactical relation to another, its antecgdent . For purposes of forma-
lization, under this semantic interpretation of the .task, this deference
in expressive resources is irrelevant. What matters is the semantic com-

. monality, namely, that the signified topic-neutral constituent is the same.

These are then, relative to our first example, the two views 'of for-
malization and identity in logical form. According to tl}e syntactic C([)E-
ception, a correct formalization captures purely syntactic features of the

- formalized n-arguments, and arguments share the logical form captured

by a given formalization to the extent tf}at they share the ;Elevgnt
syntactical traits. In the semantic conception, a correct fo'rm zation
represents primarily topic-neutral propositional constituents; it represents
syntactic features only to the extent that they signify those constituents.

- Arguments share logical form if they share those semantic features.

There is an obvious objection to the defence of the semantic view
implicit in what has been said so far. Let us go back to the example.
There are differences in syntactic features berwg—:‘en “@ and (7). In view
of this, the defender of the syntactic conception might propose to
count (5) as, after all, the proper formalization of (4), at flrsr'51ght
without abandoning his main tenets. He might.say that Fhe placing of
a reflexive pronoun in a certain syntactic.relation relative to a name
should be formalized exactly as the placing of same-type names in
that relation. This is still a purely syntactic way of Cl'aSSLFijlg forms,
which does not mention alleged semantic facts concerning topic-neutral

ropositional constituents. '
plo}i_[(‘)ﬁ;lcc))bjecti011 is well taken, but it will ble more convenjent to
address it after discussing a second example in the next section. At

> | have discussed the [ormalization of sentences like (fl) in Garcla —{C;aijpm_[ce;l(:
1998, in connection with Kaplan'’s argument that token-reflexive accounrs of indexi
»

violate the formaliry of logic.
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this point, and withour in any way intending to suggest that this pro-
petly deals with the objection, let me just make it clear thar the CXL’)IID-
(gjﬂe has_been choseg because it is sufficiently vivid to introduce‘the

iscussion of the point | want ro make, but can be unduly misleading
on matters related to the objection, What s misleading in the example
Els1hthe electioq ofla reflexive pronoun as our anaphoric expression,
I ere”a're stnct.hngmsnc constraints requiring that reflexives like

itself” in (4) be interpreted as anaphoric relative to “9”. However in
order to present the semantic conception of logical form we COCle
have chosen other examples. Consider, for instance, (8):

(® If9 equals 32, then it is not a prime number.

There is no linguistic requirement that “i” in (8) be interpreted
as an'flphor'ic with respect to “9”. It is rather a pragmatic matter whe-
ther, in a glven utterance, il should be understood that way, or rather
as referting to other, contextually specified object. Still if the former
is the'case, given the semantic conception of logical fox"m there is no
question but that (9) is a correct first-order formalization of (8):

9 a=b—-7p(a)

. The? reason is that in the semantic conception, whar we formalize
Is a topic-neutral constituent of what is understood independent]

of Lhe. means (syntactic, pragmatic or whatever) via wilich that under}-l
stadepg occurs. Still, as [ said this does not properly address the
objecuo.n, because its main point is still in ocder: it does nol seems to
contradict the main tenets of the syntactic conception to take (9) gs
the proper formalization of (8), when the pronoun is understood as
ar}aphoric with respect to “9”; for the two occurrences of “3” in (9)
still 901‘respond to a syntactic trait of (8), the occurrence of “ir” in a
certain syntactic relationship with respect to the occusrence of “9”

4. Second Example: Neutral Relations

Ina recent paper, Kit Fine (2000) convincingly questions a con-
mon assumption about the ontology of relations; his views will serve
to set the stage for the second example. The issue thar Fine raises
concerns relations of any number of arguments, but for the sake of
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simplicity [ will consider only binary relations. The common assum-
ption questioned by Fine is that relations hold of objects in specific
otders. Under this conception, for every relation there is another one,
its converse, which at least in the case of non-symmetric relations is
distinct. This, however, is ontologically dubious. For consider true
propositions about two blocks,  and 4, involving a relation and its
non-symmetrical converse, that a is on top of b and that b is beneath a.
Because the truth-conditions they codify are satisfied, there are
corresponding truth-makers in the actual world, state of affairs s, and
state of affairs s,°. Now, ontological good sense appears to dictate that
5, = s,. However, under the assumption that relations hold of objects
in a given order we are forced to reject this; at least if we also maintain,
as seems reasonable, that the same state of affairs cannot result from
(as it were) saturating two distinct velations with the same objects.
To concur with ontological good sense, a different conception of
relations as unbiased is required, according to which it is nor the case
that relations hold of objects in specific orders; this would allow for
“x being on top of ” and “x being beneath y” (in general, an ex-
‘pression for a relation and another for its converse, symmetrical or
non-symmetrical) to signify the same unbiased relation, Under such
a view, we still must of course be able to distinguish the propositions
expressed by, say, “ais on top of b” and “b is on top of a”. The view
.that I favour (which differs from the one Fine himself in the end
subscribes, as will transpire later) holds that, when relations are

~signified (at least when non-symmetrical relations are signified) we

also signify different kinds of positions or roles that objects might
play in order to saturate them; the latter are, | guess, a reification of

* the “thematic roles” discussed by linguists. Thus, we contend that

both “x being on top of y” and “x being beneath y” signify the same

. unbiased relation, vertical placement, a relation that comes with two

roles, top and bottom. We also contend that, in signifying a proposition
involving this relation, some means of expression is adopted so as to
indicate which object plays which role. In English, being the subject
of “is on top of” signifies the role t0p, while being the argument of

¢ Concerning truth-makers, see Mulligan e/ a/., 1984 and Armstrong 1997.
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verb in accusative languages, like “the woman” in a sentence like (10):
(10) The woman saw the man. Ea

the preposition “of” signifies the role bottom; the opposite is true of I denote play thematic roles such as that of tbe experiencing agent (n
“is beneath”, B the previous example. (11) illustrates the point:
Alfiter thus setting the stage, let us look at the second example. T (11) Emakume-a-k gizon-a  ikusi zuen
There is a class of narural languages known as ergative languages, of G woman-the-erg man-the  saw (V + aux).
which Basque is one. Linguists oppose them to accusative languages (12) Emakume-a ibili zen
like English, Spanish or Latin?, Consider NP-subjects of a transitive woman-the walked (V + aus).
P

Consider then a transitive sentence like (10) in an accusaztgjve language,
and a synonymous one in an ergative language like (11)8, Should \;/e
Those NPshare certain syntactic fearures with the NP-subjects of "'_-‘2-{ formalize both of them by means of, say, the first-order formula (12)
intransitive verbs, like “the woman” in “the woman came”, which ~ § -(12) R(a, b).
distinguish them from NP-objects like “the man” in sentences like |'é B h i ception of logical form and formalization,
(10). For instance, they agree with the verb, and they share morpholo- . | - Given the semantic concep ] maiaton
' inati [ i i (o8 h is unproblematically positive. What matters from
gical features: nominative case, in Latin, as opposed to accusative i the answer is unp

X . Lo - i ic- iruen-
case for the NP-object; in English, the fact that, if those NPs are repla- mantic point of view is the representation of topic-neutral consti

.-

ced by pronouns, it s forms like “he”/”she” as opposed to “him”/”her” :._'_'. ts of propositions. In accusative languages, the pomma[allve casgtﬁi ra]?
’ ) oI ) .. . T }
for the NP-object, that take their place Let us use “nominative case” = | NPin a transitive sentence like (10)sigifies a topic-neutr ot %
e o 4 | namely, that the object denoted by the NP plays one of a certain set o
for the full range of those syntactic features. Now, according to the | ey, i roles: t, experiencing agent etc (the particular
view on relations outlined in the previous paragraph, some expressive § salient .[herna'tlc 10°e5: Bgedl, €XP ifi itive verb in the sentence)
resources in sentences like {10) should indicate which obiects occ + thematic role s selected by the speciic transitive . -
o ) ) Jects occupy £ In ergative languages, this same topic-neutral prepositional consti-
the relevant positions or thematic roles of the relation. In accusative = gaty fied inct ) d by the ergative case. Such a set of syntactic
languages, the nominative case signifies thar the objecr denoted by tuent 1s S‘,lgmﬁe instead by e.. glan ua es: burt from the semantic
the NP plays paradigm thematic roles such as the experiencing agent | fcj,atures., (s not Prese;r}r m;ccusal{v}el % gur’ oses of formalization.
in the present example (10); while (what we might call) accusative § = viewpoint this s neithex Lcre not [J ::agirnp Sipgmﬁed in English by
case signifies different paradigm thematic roles such as therme. L Com‘;ent}onaﬂy, thesitosgézetgr?irs[-orderglogic by placing a given
In ergative languages, on the other hand, matters are syntactically & nominative CSSCE.TN gosition when signifying that a binary relation
very different. As in accusative languages, one of the NP in transitive % co?jtant 0 the lob'gcts and that signified by the accusative case by
. . - - L) -1 <
sentences shares some syntactic features with the NP in intransitive : ho S aml(])ng two [J s)econd osition. Hence, (12) is an adequate
sentences; but what that NP signifies does not play the thematic role placing t € constant in b ith . ding for the woman
ionifi i ' - ' . formalization both of (10) and (11), with “a” standing
signified by the subject of sentences like (10) in accusative languages, | d4b” for o
. o T man,
but rather the thematic role signified by the NP-object in those |t and b tor the mar diately clear that we can get the same result
sentences; these NPs are in a case known as “absolutive” The other = Ltis at least not immediately clear £ trictly speak
: L i , . . 'om a stric -
NP in translations of transitive sentences like (10) is in a case known i in the syntactic c;onc;ap ¢ 1onE l{ce)?ea:r:,i(tl Z\Ev?giz ’Céfgspzndenyces bet-
as “ergative”; it is NPs in this case that signify that the objects they - (ng SyRIactic point oL view
:.
. . o _ k. s . d2002.
" I owe very helpful information and discussion to ltziar Laka. a ® For fusther examples and discussion, see Laka 1996 an

il
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Ween transitive sentences and accusative languages and their transla.

tions in ergative languages.

5. The Argument for the Semantic Conception of Logical Form

Thi§ concludes the initial presentation, by means of the examples
of the distinction between the syntactic and the semantic conceptior;
of'logicaJ lorm and formalization. We can now rake up the objection
raised at the end of the third section. The defender of the syntactic
conception appears to be able to disregard the sim plistic formalization
criteria ’thar we have saddled on him in discussing the preceding exa-
mples, in favour of more complex bur still purely syntactic criteria
th.at .Wl'_U produce the desired results. In doing so, he could say, he
will in po way be departing from the goals for which we resor)t to
formalization. When formalizing, we create a model as scientists do
when they characterize “frictionless worlds” ; we abstract away from
what we take to be distracting features of real-life situations so as to

highlight those thar according to the theories at stake are explanatorily

relevant. Thus, for instance, l-languages have a single negation operator

with a simple syntax, in contrast to the appalling syntactic complication

of n-language negation. The two relatively simple devices proper of

l-languages considered in the previous examples (respectively, the placin

of expressions of th i ' ' itio :
Xp § o the same type in certain syntactic positions, and the

placing of constants in a given order) have analogous functions: they

represent in a simple way much more com plicated linguistic resources, -

but whar they represent are still purely syntactic features.

This reply is well taken, as far as it goes; it does not go far enough
as we are about to see, but it helps us to make clear what the real disa—)
greement is berween the syntactic and the semantic conception of
form. Semantics supervenes on syntax; differences in semantic features
between expressions require differences in the medium through which
d.ley are expressed, (1t may be thought that context-dependent expres-
sions falsify this, but they do not; context-dependency only shows
that the expressions with the relevant semantic features are not just
the types, but the types taken together with contextual factors perhaps
the tokens instantiating them). T herefore, the reply we have ﬂiustrated
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telative to our two examples will always be available to the defender
of a syntactic view of form.

. The real issue confronting the syntactic and semantic conceptions
isone of explanatory adequacy. According to the semantic conception,

~ the explanation of formalization provided by his opponent is correct,

but it is not final. There still remains a meaningful question: why are

all those syntactically variegated resources classified together, as

instances of one and Lhe same logical form? For the defender of the
syntactic conception, this is not a legitimate question: the classification
is explanatorily final. For the defender of the semantic view, it is le-
gitimate, and the answer, of course, is that the variegated resources
have in common that they are resources for the signification of com-
mon semantic features. The argument in favour of the semantic view
is that it is explanatorily more satisfactory: the question it raises is

legitimate, and the answer it suggests illuminating®.

Let us see why this is so. For present purposes, n-arguments are
a type of speech act; we do not need to worry about their mental
counterparts to make the point, although the point would stand if
we did so. Like other speech acts, inferences are governed by norms.
Thus, aiming at truth is undoubtedly involved in the specific norm
governing assertion, even if the specific norm is, say, conveying know-

-ledge'®. By the same token, aiming at truth-preservation is involved

in the specific norm governing inference in general, logical, analytical,
inductive, common-sensical or whatever. The formality criterion for
the intuitive adequacy of explications of logical validity states that, if
an argument is logically valid, any argument with the same form is
truth preserving. The semantic conception of form provides an ex-
planation of why this is so. We have not given a detailed explanation,
but we have said enough to see that one is forthcoming. Arguments
sharing logical form are truth preserving because to share logical form
is to share propositional constituents, the sort of features that deter-

% Asvan Fraassen 1980, 23-40 makes clear, demands for explanation are not always
justified. My point againsi the Quinean is thar they are justified in this case, for reasons to
be given. [ thank Mauricio Sudrez for raising this issue.

0 See Williamson 1996.
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mine tbe'truth conditions of sentences and the conditions for tf-)e
preservation of truth from premises to concl usion.

On the other hand, the refusal to countenance the request for

explangtgon that ultimately characterizes the synlactic conception ls
Sot sa(tjls actory. Semantics supervenes op syntax, but syntax is in
cpendent or autonomous from semantics, The accounts of the auy-

tonomy of syntax are usually confused, as a resulr of which it hag

been questioned on the basis of inadequate considerations, Proper
unde'rstood, the autonomy of synrax is not challenged b ’the i
that, in general, syntactic features serve semantic functioﬁs Foiotll?t
autonomy of syntax lies in the fact that many speczﬁ'csyntactic' featur .
thaF are involved in determining which sentences are well formezt h
2 given language cannot be explained by ascribing them sema i
Functlojns. Two_ lexical units of different types might perform the sfmng
semantic function in two differen; languages; if \;e replace one b ‘th
other in a grammatical sentence, however, grammaticaliry is lostyTh:
same a pphes to more interesting syntactical devices. The comb'm.ati
of ergative and absolutive case in 2 translation of (10) into Basque o1
dpwce with the same semantic function as the combination oE n?)mﬁ: ;
tive anc? accusative case in (10); but the attempt 1o use the first device i
accusative languages will give rise to ungrammaticality. The autono Y
of Syntax consist then in that many specific syntactic featuf;z
djstmgmshmg a particular language are semantically unmotivated:
SpeCrl[_fLC’ syntactic features might well lack any semantic function at all,
ofdésgls befmg 0, 2 proposgl which identifies logical forms in terms
: €s o0 'specgﬁc syntactic features cannot be the last word when
It comes to involing such a notion of form in 2 criterion for the
tuitive adequacy of explications of logical validity. The reason s t} .
SO TFaI, the proposal lacks an account of why arguments thar shm[)
JogmaJ. form preserve truth; but such an account is needed becal’jsre
the.re is no direct entailment of semanric features like trut)h~ re 'e
vation by syntactical features. This s, in summary, the ar . Sfeb
the semantic conception of form!!. ) s

1

1986 well-known substicutional definirion of logical validiry; as I indicated earlier this is
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1 have defended a semantic interpretation of the formality crite-
rion. Does T-validity satisfy it? A salient feature of T-validity is a distinc-
tion between expressions with fixed meanings, and expressions whose

‘meanings differ from model to model. By means of this distinction,

T-validity captures the formality criterion, the way I have claimed it should
be understood. In other words, the expressions with fixed meanings in
the [-languages used for specific applications of the model-theoretic
account capture, in the streamlined way proper of an abstract scientific
model, the topic-neutral meanings in which we are interested. What is
the relevance of this for the satisfaction of the modality criterion?
 As wesaw, Tarski (1936) seems to suggest in a text quoted earlier
that the satisfaction of the formality criterion suffices also for the sati-
sfaction of the modality criterion: “since we are concerned here with
the concept of logical, i.e. formal, consequence, and thus with a re-
lation which is to be uniquely determined by the form of the sentences
between which it holds, this relation cannot be influenced in any
way by empirical knowledge”. Tarski also assumes here that the mo-
dality that matters when i-validity is at stake has an epistemic character.
Although T cannot develop the point here, I think that this insight of
Tarski’s is correct, and that following it we can dispose of Etchemen-
dy’s critictsms'?. In a nutshell, the suggestion is that i-validity is to be
explicated as a particular case of analyticity. In general, analytic truth
(or truth-preservarion) is truth (or truth-preservation) in virtue of
the meanings of some terms, and i-validity in particular is truth-pre-
servation in virtue of topic-neutral meanings. The “in virtue of” in
- the above claim is primarily ontological; it is the claim that analytic
truths are constitutively determined by meanings®’. But it has also an
epistemic dimension; to the extent that analytic truths can be known,

the rationale behind my label for him. Correspendingly, the sort of objection 1 level against
“the Quinean in the main text is reminiscent of analogous objections to Quine’ views,
made by Erchemendy (990, 164-165, n. 13, 167, n. 6, among others.
12 So far, | have developed the point only in a Spanish publicaticn, “La adecuacién
del analisis modelista de consecuencia légica”, Agora, 2001.
1> Boghossian 1997 questions the very intelligibility of the analytical explicauon of
apriority, understood in ontological terms (as opposed to merely epistemological terms). [ do
not think his arguments are compelling, for reasons | develop in a so far unpublished paper
co-authored with my colleague Manue] Pérez-Otero, “The Conventional and the Analyric”.
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they can be known as a result of knowing th

€ meani in terme.
and are therefore a priogi, nings of certain terms,

6. Are there Primitipe Logical Objects?

1w : . .

. umv;ﬂl igncluqe by discussing a different line of reply to the above
g njrﬂh' al writers sympathetic to the Quinean viewpoint may yet

pursue. This reformed Quinean line would grant our request f)é))r/ a

;ppﬁ:alﬁi to in the semantic conception are not “deep”, or “substan.

ve”, - ‘ ’ :

v Variegzt:ée but sh'ad(j)ws, “response-dependent” projections of

ated syntactic devices signifyi
he . ying them, perhaps 4 form
ﬁ;ﬁ;czir}al entity, At the very least, they differ in a c,ruciaJ ; o
gbjectli%:er;:f?pmgslof non-logical expressions, While the latter are
1ties, whose natures are inde
. : hos pendent of the repre -
Uoni}Jhdechhes that signify them, the former are not. presents
o llfclesp tiow I ? lro pps;: tzﬁgterpret the Tractarian Grundgedanke
on ot logical validity defended ' :
' in the Tractatys is ¢
e n of : is clear
e Cacr)ltic, non Qumeakr)l to that extent: “If all the truth-grounds thq)tl
MMmon 16 a number of propositi y i ‘
. ons are at the same time tyth
grounds of a certain propositi b of that
s on, then we say thar the
, uth of that

g}rogclmgon foﬂows from the truth of the others” (5.11). There is a

th;) CZ pta c.etoretflci view of so lElts implicit here, The Tractatys appreciates

city ol languages like those devyj

: sed by Frege and Russel

make logical form perspi insi ogical e
picuous (3.325), but insists that log] |

; 25), ogical relations

Sﬁ?; olnl)f am'ongjjerétences of interpreted languages (6.124). An
pretation is called in the Trgey “application of lo,

. alus an “applicat f logic”

(5.557), given thro iri i ening assia

, ugh empirical experience by | i i

to the lexical units constityr fiences, he TS

stituting elemeniary s ’ '

; : entences, the Tracrari
0! futs ) , actarian
L‘OSEZS ,)(?.?5). An application of logic thus determines the “truth-

gnmo s fIOL'ClTSﬁdOf sentences mentioned in the Tractarian de

notlogical validity just quoted (5.1 1) ' _
. . -L1), the set of possib| 1d
relative Lo which all sente ' ) i “alidity
nces in the class are true. [ogj idi
el ence e. Logical validit
presupposes an application or other, although it is independen)r/

respect from
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- of any particular application; in this sense, logical validity connects

with experience (5.552).
Thus, given the Tractarian view of logical form, if an argument is

~ logically valid, the conclusion is true in all possible worlds in which

the premises are; but the same obtains also relative to the different

* classes of possible worlds that would be determined by different

applications of logic, i.e., different interpretations of the lexical units.

Adapting an idea of David Lewis (1979), we could consider “centered

possible worlds” instead of plain possible worlds, taking the names
as a substitute for a subject to constitute the centre. (This is not far
away from the Traclarian viewpoinl either; a Tractarian subject is
after all a class of interpreted names, 5.5421). For any possible world,
we could consider different ways of assigning objects in thal world
to the names; each way would constitute a centered possible world.
Hence, the Tractarian view is that the conclusion of a logically valid
argument is true relative to all centered possible worlds in which all
its premises are true. In my view, this is also what T-validity comes to;
this is why both views satisfy the modality criterion™,

The Tractarian view of logical form is therefore clearly semantic,
like the one 1 have been defending here, and this is shown in that it
has the proper modal implications. When Wittgenstein says in stating
his Grundgedanke that the logical constants are not representatives,
he is not saying that they are mere syntactic devices with no meaning
at all or that identity of logical form should simply be understood as
identity in abstract syntactic features. Logical expressions, including
the less obvious ones that served for our rtwo previous examples
~those expressing anaphoric relations and positions of objects stand-
ing in neutral relations —signify formal properties and relations (4.122),

- and hence are formal concepts (4.126). What is then the thought
behind the claim that they are not representatives, that formal objects
cannot be proper propositional constituents?

My answer to this was suggested above. The satisfaction of formal

* properties and relations is a necessary fact known a priori (4.123).

4 [ develop this point in “Modality and Logical Consequence”, a companion piece
" to this paper, and in the Spanish publication mentioned in the last footnote but one.
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%‘Ee Tmcfazus attempts to account for this on the b
cones(;cr{);reg LiI;eOl;rraxnan terminology, the different ways that we
coapbone i our odprev'lc.)us examples to signify, respectively,
ot ations And positions in neutral relations are different
g sh Fearurea;ie j-yZbeO/ (3.32). A.symboJ isa formal propetty,
g e o ared by expression belonging to different
82 e 31s4e4 \)/eré Séfferenih speqﬂc synractic features gng
formal properties are satisfied, ;‘:2 inu;alJijf:fe'raL e i
|9g1caJ validity obtain, “from the symbol alone” (éal1 l;
given the obvious inadequiacies of the Picryre The' ' !
to care here about its qualities as an ex g
lﬁeep Ln‘mi‘nd whar Wittgenstein tried 1o ac
the i{) Cr:;c())?ct{fn an[c(i) t&f(:(?ssny of (sgme) facts concerning formal objects,
s SJ i€ Wnterpretation | propose, the Tractatus concludes

entities known in knowing a prior these facts whose

k a

'kexs, deriving from the Tracsasyg!s. Lang

asis of the Picture

- Nevertheless,
: we do not need
plication. We only need to
count by means of it, namely,

o that : : , constituted b
wogjdgt . ;dggiij?r? ob}elcrs. "The point of the Tractarian Grundgea’ankg
ormal entities are nol rea '
mould _ : fes constituents of truth.
Consjdi,rz;rrljd this (z}riltologlcal powt is supported with epistemological
lons —that we know a priori facts about them; thar their

(Tut;TtJmt th'ey are to that exrent necessary. Und
f(fml';a;[:?f};gﬂm thﬁtlogic Is transcendental (6. 13) would be truly
(oot s,a v § usually understood: an ontologically dubious claim

»$ay, the mind-dependent character of space and time) derived

9]

Be what { is { '
hat it may of this nterpretation of the Tractarian Grundge.

J I
anke, asimilay view appears to be taken by Fine (2000). I said earlier
B See Mulligan e af,, 1984,

84

at relations of |

v

LOGICAL FORM: SYNTAX AND SEMANTICS

that he rejects the “positionalist” account (as he labels it) of the on-

tology of relations that I assumed. One of the two reasons that he pro-
vides is that the account does not work for constitutively symmetrical

relations (being adjacent 10); for if different positions were also signified

in this case, it would not be necessary that they apply to <a, 6> if and

only if they apply to <b, a>. This criticism is not compelling; for the
positionalist could say that these are relations constitutively without
(differential) thematic roles. It is not a strict {formal) logical truth

that if @ is adjacent to b, then 4 is adjacent to 4, but it does not need
to be; it is enough that it is an analytic truth. The objection to posi-
tionalism that matters most to Fine is an ontological one, reminiscent
Ithink of the worry that sustains the view | have ascribed to Witigen-
stein: “there is nothing objectionable about reference to argument-
places as such ... But we are strongly inclined to think that there
should be an account of the identity of argument-places in other terms
and that there should be an account of the relational facts, of the
pattern of exemplification, in which all reference to argument-places
“is eschewed” (Fine, o cit, 16).

Fine develops an alternative “antipositionalist” account of the
topic-neutral thematic roles. Given the ontological worry that moti-
vates it, Fine’s proposal appears to be a particular case, for the specific
logical objects posited by the positionalist account, of the one T have
suggested (or the general case on behalf of the reformed Quinean.

- The aim is to provide a non-substantive reductive explication of the-
matic roles in ontologically parsimonious terms. Given that Fine wants
relations Lo be unbiased, he cannot simply take away the thematic
roles, or positions, because then his account would disastrously fail
to distinguish between the truth-makers of, say, “4 is on top of &”

“and “b is on top of 4”. He appeals instead to different “manners”
that a given unbiased relation can be “saturated” or “completed”, so
as to give rise to a relational fact. The difference between the truth-
makers for “a is on top of 4” and “b is on top of ¢” lies in that the
very same relation is completed in different manners. “Since co-man-
nered completion is an equivalence relation, it will give rise to corre-
sponding abstracts, the manners of completion [...] The resulting
antipositionalist view s, of course, committed to manners of comple-
tion. But the ontology is not objectionable in the way that the ontology
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of Fhe positionalist was. For e was obl

objects, of.which no explanation in of

bgr the antipositionalist cap tre

o Jelcjl:]s, asbthe products of abstraction” (Fine 2000, 23.4)

. . . ’ i

. € obvious ijecuon is that, so far, this is not an al

[u? positionalist view; for the positionalist will exp|

ational complexes result fr ’

j[;acigs of obje;::;]s i the same manper if, and only if, the designated ob

Occupy the same positions. For th ipositionali ;

i oceupy . €antipositionalist, ontologicall

: Y view to be a real alternative ¢

: ,itshould both t4 relati

co—man/'ze-rec/ completion as primitiv ke o el

ontologically deflationary, The pros

doubtful. Fine concurs: agree t

tﬁe sort of notion that should be ta
that wi ine i '

ha tOe sh(iuld d_efme it [...]. i terms of the notion of substitution

say that s is a complerion of a relation g bya,a, . g l

I) S) A

| f .
[hﬂ[.HSaCOmpJCIl'OH O-(Rbyﬂl,ﬂ > , f , y qy
¥

substituting 4,4, ..,a for b,b

hpects of this project a ppear rather
at co-mannered completion is not

[I:)he positionalist will not digq
ut he has a structural i i
explanation for it: that 4 relati
) ura : elation
obtained by substitution from another o facteno be

and vice vers ists i
cb : : anc a consists in that
two facts share structyy al features, to wit, a certain neutral relatio‘n

together with gj iti
gether with given positions, For the ontological deflationary view

tob ive, |
e a real alternative, it should once more both take substitution as

primitive, and establish thar this is compatible with jts ontologically

deflationar
y stance. Once again, [ cannor see any reason to grant this

ore! R, R seean
g ore in gener'al, Ifind F IN€s antipositionalism flawed for reasops
¥ an be stated in the following way. The positionalist
objects — i
trujrh mﬂargm})emt-placjes or thematic roles — g5 constituents of the
-maxers or some relational truths, Th ipositionali
nal - Lbe antipositionalist suge
thar this is acceptabl : st Lo
& to the extent that we thj oi
it Lhis think of those |
objects in a way reminis e e o
. cent of how secondar ‘ti
ceived of vis-3-vis primar ' e the larter are bope o
celv 1y properties. While the larter are f
ec o vis . ! er are fully ob-
j , mind-and language-independent constituents of the actual

posits logical
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- world whose independent existence we must assume if we want to

provide a sensible account of thoughr and language, the former are

- not. Now, we should not have any objection to secondary properties.
On the assumption that some of the properties of which we think

and speak are primary, a clear account can be provided of secondary

. properties, and there are reasons to think that some such properties

are actually instantiated.
However, primary properties are assumed in any clear-headed

account of any such projections, shadows or fictions as secondary
ones are claimed to be. In my view, the existence of some logical
objects must be assumed ultimately for similar reasons. Nobody seem

~ - to have any idea of how lo provide an account of truth-makers that

does not assume at least negative truth-makers in addition to positi-
ve ones, and general truth-makers in addition to particular ones!®.
The Tractatus’ failures in these regards have been frequently discussed.

The same applies to the features of truth-makers discussed in my

- previous examples: the relation of being occupied by the same object

among structural positions, and categorical fearures distinguishing
properties from objects, positions in relational truth-makers, and so
on, This is why the reformed Quinean, deflationary strategy should
also be rejected. It is ultimately on the basis of indispensability consi-
derations, of the kind that Quine and Putnam have made compellingly
for Platonism about mathematical entities, that a similar view should
be adopted concerning logical objects.

The core of what I have argued for in this paper can be put as a
conditional: to the extent that one feels compelled to adopt a realist-
externalist view on the semantics of expressions like natural kind terms
(perhaps for the sort of consideration advanced by Kripke and Put-
nam, and/or for considerations favouring scientific realism), then one
should adopt a similar view regarding logical expressions. In addition,
[ have set apart two alternative views on logical expressions and logical
form, the syntactic one defended by the Quinean and the semantic but
deflationary ascribed to the reformed Quinean, and I have proposed to
Interpret the Tractarian Grundgedanke as advancing the latter.

16 See for illustration, rthe discussion of these matrers by Armstrong 1997.
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